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Motivation	
•  Studying	HL	with	a	cross-linguisDc	perspecDve	is	useful	for:	
•  Knowing	the	history	of	the	languages	
•  Literary	studies	/	Phylologies	

•  But	it	also	can	provide	insight	into:	
•  LinguisDc	typology	
•  Human	cogniDon	
•  Psychology	of	language	
•  Cultural	evoluDon	



What	historical	linguistics	is	about	

•  In	the	past,	HL’s	main	concern	was	on	how	languages	change	
•  Since	the	1960s,	how	and	why	languages	change	
•  Not	studying	individual	etymologies	of	words,	but	the	kinds	of	
changes	they	have	undergone	and	the	techniques	or	methods	
we	have	at	our	disposal	to	recover	this	history	



Introduction	
•  Current	 evoluDonary	 theory	 offers	 a	 rigorous,	 quanDfiable	
approach	to	phylogeneDc	inference.	

•  LinguisDc	 phylogeneDcs	 incorporates	 the	 whole	 approach	 of	
the	phylogeneDc	comparaDve	method	

•  The	quanDfied,	algorithmic	approach	to	phylogeneDcs	started	
in	the	early	1960s.	LinguisDcs	has	been	part	of	this	movement	
twice:	 firstly	 with	 the	 development	 of	 lexicostaDsDcs	 and	
glothochronology	 in	 the	 late	 1960s,	 and	 again	 with	 the	
development	of	model	based,	hypothesis-tesDng	(and	usually	
Bayesian)	approaches	starDng	around	2000.	

[Dunn	2013]	



Historical	linguistics	

Schleicher’s	trees	
(Img	from	List	et	al	2014)	 Schmidt’s	waves	



Linguistic	reconstruction	

Campbell	2013	



Relations	between	languages	

[List	2014]	



Relations	between	languages	

[List	2014]	



Relations	between	languages	

[List	2014]	



Sound	change	
•  What	is	the	rule	for	these	changes?	

•  Sound	change	is	a	recurrent	process	
•  Sound	change	is	a	contextually	restricted	process	

•  Therefore:	regular	sound	change	



Cognate	testing	
[List	2014]	



Steps	of	cognate	detection	
• Wordlist	
• Pairwise	comparison	
• Pairwise	distances	between	words	
• Cognate	clustering	
• Cognate	sets	



Cognate	detection	
Goal:	

[List	2014]	



An	example	

[List	2017]	
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[List	2017]	



An	example	

[List	2017]	



An	example	

[List	2017]	

Eng\	Ger	 d	 n	 m ŋ	

θ 2	 0	 0	 0

d	 1	 0	 0	 0

n	 0	 1	 0	 0

m	 0	 0	 1	 0

ŋ	 0	 0	 0	 1



An	example	

[List	2017]	



An	example	

[List	2017]	



An	example	

[List	2017]	

Eng\	Ger	 d	 n	 m ŋ	

θ 3	 0	 0	 0

d	 1	 0	 0	 0

n	 0	 2	 0	 0

m	 0	 0	 1	 0

ŋ	 0	 0	 0	 1



An	example	

[List	2017]	



An	example	

[List	2017]	



An	example	

Eng\	Ger	 d	 n	 ŋ	

θ 3	 0	 0

n	 0	 2	 0

ŋ	 0	 0	 1

[List	2017]	



Computer-Assisted	
Language	Comparison	
•  EDICTOR	and	LingPy	



Lexicostatistics		
(a.k.a.	Glottochronology)	

•  Wordlists	of	“basic”	vocabulary	
•  Count	shared	cognates	between	language	pairs	(retenDon	
rate)	

•  Cluster	languages	with	highest	similarity	

[Swadesh	1950,	1952,	1955]	



History	of	glottochronology	
•  Loss	of	cognates	happens	at	a	constant	rate	(as	inspired	in	
radioacDve	decay:	exponenDal)	

•  The	rate	of	retenDon	is	about	80	to	85%	(i.e.	loss	15	to	20%)	
every	1000	years	

[Swadesh	1950]	



•  Scholars	were	very	excited	in	the	first	place	with	
glohochrnonology	(1960s)	

		
In	the	last	decade,	gloCochronology	has	excited	interna,onal	
interest	and	acquired	a	literature	of	its	own.	To	the	antrhropologist	
it	promises	a	measure	of	,me	depth	for	language	families	iwthout	
documented	history,	and	yet	another	linguis,c	example	of	
regularity	in	cultural	phenomena	
[Hymes	1960]	
	
…	a	significant	work	–	one	which	may	conceivably	be	as	
revolu,onary	for	Oceanic	linguis,cs	and	culture	history	as	was	the	
work	of	Greenberg	(1949-54)	for	the	interpreta,on	of	African	
languages	and	cultures.	
[Murdock	1964]	

History	of	glottochronology	



•  But	this	didn’t	last	long:	

•  RelaDon	between	Old	Norse	and	Icelandic	:	
•  According	to	glohochronology:	200	years	
•  Historical	records:	1000	years	

History	of	glottochronology	

[1962]	

Our	findings	clearly	disprove	the	basic	assump,on	of	
gloCochronology	 'that	 fundamental	 vocabulary	
changes	at	a	constant	rate’	



•  And	there	is	more…	
		

A	tradi,on	of	hos,lity	towards	probabilis,c	modelling	in	historical	
linguis,cs	
[Sankoff	1973]	
	
In	summary,	gloCochronology	is	not	accurate;	all	its	basic	
assump,ons	have	been	severely	cri,cized.	It	should	not	be	
accepted,	it	should	be	rejected	
[Campbell	2004]	
	
Linguists	don’t	do	dates	
[McMahon	&	McMahon	2003]	

History	of	glottochronology	



The	Swadesh	List	
•  Morris	(“Mauricio”)	Swadesh	
•  He	started	with	225	meanings	of	“basic	vocabulary”	
•  Reduced	to	165	for	Salish	languages	[1950]	
•  Updated	to	215	[1952]	
•  Last	version	of	200	[1955]	“Swadesh	200”	
•  Last	version	of	100	[1971,	posthumous]	“Swadesh	100”	
•  Today,	there	are	many	“swadesh	lists”:	
•  hhp://concepDcon.clld.org	



The	Swadesh	List	



Sound	classes	

[List	2012]	

[Dolgopolsky	1964]	



Sound	classes	

[List	2012]	



Phylogenetics	
•  BEAST	+	Figtree	



Inferring	linguistic	phylogenies	

[Greenhill	2017]	

Meaning 	taboo				| 				blood 	| 	 	to	suck 						|	
Cognate	set		tabu 				|					dra			| 	toto 	|	sucu-ma|		ngote	|				omo			|	

meaning	1	 meaning	2	 meaning	3	



Inferring	linguistic	phylogenies	
•  Ideally,	proven	cognates	should	be	used	
•  In	cases	in	which	a	proper	cognate	judgment	can’t	be	carried	out,	
cognate	candidates	might	be	used	as	well,	although	this	adds	a	
further	unquanDfied	level	of	uncertainty.	

•  Distance-based	models	of	change	
•  Aggregate	amount	of	difference	between	two	languages.		
•  Some	kind	of	distance	metric	defined.	

•  Character-based	models	of	change	
•  Infers	the	plausible	pathways	by	which	each	language	evolved	from	
their	common	ancestor	

•  It	is	the	shortest	path	between	the	languages	
•  It	is	always	equal	or	greater	than	a	distance	model	for	the	same	pair	
of	languages	

•  Are	more	realisDc	than	the	former	
[Dunn	2013]	



Distance-based		
models	of	change	

1.	Levenshtein	distance	(edit	distance)	

[List	2012]	

•  Alignment	analysis	has	two	steps:	
•  1.	IdenDfy	corresponding	segments	

•  2.	Introduce	gaps	for	non-corresponding	segments.	
•  Brute-force	algorithm	
•  Build	all	possible	alignments	between	the	two	sequences	
•  Define	a	scoring	scheme	to	determine	the	similarity	between	the	
different	correspondences	(exact	match,	parDal	match,	gap,	mismatch)	

•  Sum	all	individual	segment	scores	to	obtain	the	alignment	score	
•  	Compare	the	alignment	scores	of	each	possible	alignment	
•  One	such	score	is	called	Levenshtein	distance	or	edit	distance		
					[V.	I.	Levenshtein	1965]	



[List	2014]	

Distance-based		
models	of	change	

1.	Levenshtein	distance	(edit	distance)	



[Dunn	2013	;	Greenhill	2011]	

Distance-based		
models	of	change	

1.	Levenshtein	distance	(edit	distance)	
Problems	with	Levenshtein	distance:	
•  it	is	only	a	coherent	measure	of	language	change	where	the	forms	being	
compared	are	cognates	

•  Useful	for	dialectometry:	
•  Most	forms	for	a	meaning	are	cognate	
•  The	variaDon	rates	are	similar	

	



Distance-based		
models	of	change	

2.	LexicostaFsFcs	(distance	=	cognate	proporFon)	
•  d	=	proporDon	of	cognates	which	are	NOT	cognates	
•  We	assume	a	constant	rate	of	change	(à	la	Swadesh	
1950,1952,1955:	retenDon	rate	around	r	=	0.81	per	1,000	
years):	GloCochronology	

•  This	approach	failed,	as	we	saw	before	
•  Distance-based	clustering	is	extremely	sensiDve	to	differences	
in	rate	of	change	in	different	branches	of	the	tree	

[Dunn	2013	;	Greenhill	2017]	



Character-based		
models	of	change	

1.	Maximum	parsimony	(Ockham's	razor)	
•  The	parsimony	method	seeks	a	tree	that	explains	a	data	set	
(e.g.	a	set	of	cognate	judgments)	by	minimizing	the	number	of	
evoluDonary	changes	required	to	produce	the	observed	
states.		

[Dunn	2013]	



Character-based		
models	of	change	

1.	Maximum	parsimony	(Ockham's	razor)	

Figures	stolen	from[Greenhill	2017]	

1.	Maximum	parsimony	(Ockham's	razor)	
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1.	Maximum	parsimony	(Ockham's	razor)	

Figures	stolen	from[Greenhill	2017]	
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Character-based		
models	of	change	

1.	Maximum	parsimony	(Ockham's	razor)	

Figures	stolen	from[Greenhill	2017]	

1.	Maximum	parsimony	(Ockham's	razor)	



Character-based		
models	of	change	

1.	Maximum	parsimony	(Ockham's	razor)	
•  The	parsimony	method	seeks	a	tree	that	explains	a	data	set	
(e.g.	a	set	of	cognate	judgments)	by	minimizing	the	number	of	
evoluDonary	changes	required	to	produce	the	observed	
states.		

•  Problem:	Long	branch	aCrac,on:		
•  Long	branches	(much	change)	will	tend	to	be	clustered	together	
even	if	they	are	only	distantly	related	in	the	true	evoluDonary	
history.		

•  When	two	branches	have	both	undergone	a	lot	of	change,	the	
most	parsimonious	(“cheap”)	account	is	always	to	bundle	the	two	
branches	together	as	a	single	set	of	innovaDons	at	the	end.		

[Dunn	2013]	



Character-based		
models	of	change	

2.	Maximum	Likelihood	
•  Explain	a	set	of	observed	data	by	quanDfying	how	likely	it	was	to	have	
been	produced	by	a	parDcular	process.		

•  The	likelihood	is	the	probability	of	seeing	the	observed	data	under	a	
parDcular	hypotheDcal	mechanism,	L	=	P(D|H).	

•  Within	phylogeneDcs,	the	hypothesised	mechanism	is	an	evoluDonary	
process,	“the	model”,	which	consists	of	a	mathemaDcal	descripDon	of	
evoluDonary	change.		

•  A	model	includes	tree	topology,	branch	lengths,	the	probability	that	a	
new	cognate	set	appears	in	the	tree,	the	probability	that	a	reflex	of	a	
cognate	set	is	lost,	etc.	

•  Given	a	topology,	maximizing	the	likelihood	of	the	other	parameters	
of	a	tree	is	generally	tractable	to	exact	mathemaDcal	methods.	

•  However,	finding	the	best	tree	topology	out	of	the	vast	space	of	
possible	trees	is	extremely	challenging:	It	is	not	possible	(by	now)	to	
solve	this	using	random	sampling	of	tree	likelihoods.	

	 [Dunn	2013]	



Character-based		
models	of	change	

2.	Maximum	Likelihood	
•  However,	finding	the	best	tree	topology	out	of	the	vast	space	of	
possible	trees	is	extremely	challenging:	It	is	not	possible	(by	
now)	to	solve	this	using	random	sampling	of	tree	likelihoods.	

	

[Drummond	and	Bouckaert	2015]	



Character-based		
models	of	change	

2.	Maximum	Likelihood	
•  However,	finding	the	best	tree	topology	out	of	the	vast	space	of	
possible	trees	is	extremely	challenging:	It	is	not	possible	(by	
now)	to	solve	this	using	random	sampling	of	tree	likelihoods.	

	

[Drummond	and	Bouckaert	2015]	



Character-based		
models	of	change	

2.	Maximum	Likelihood	
	

[Greenhill	2017]	



Character-based		
models	of	change	

3.	EvoluFonary	models	(Bayesian	phylogeneFc	analysis)	
A.  Clock	model:	rate	of	change	(not	fixed	as	in	

glohochronology!)	
•  Strict	clock:	constant	rate	of	change	
•  Relaxed	clock:	allows	rates	to	vary	across	the	tree,	chosen	from	a	
probability	distribuDon.		

•  Different	kinds	of	probability	distribuDon	can	model	processes	
where	rate	change	occurs	conDnuously	along	a	branch,	or	where	
rates	change	at	nodes	independently	of	branch	length	

•  The	clock	(either	strict	or	relaxed)	at	any	node,	is	the	same	for	all	
cognate	sets.	

[Dunn	2013]	



Character-based		
models	of	change	

3.	EvoluFonary	models	(Bayesian	phylogeneFc	analysis)	
B.  Subs,tu,on	model:	Specifies	how	rates	differ	among	

characters	(i.e.	among	cognate	sets).	
•  Binary	model	

•  One-rate	
•  Two-rates	

[Dunn	2013;	Greenhill	2017]	



Character-based		
models	of	change	

3.	EvoluFonary	models	(Bayesian	phylogeneFc	analysis)	
B.  Subs,tu,on	model:	Specifies	how	rates	differ	among	

characters	(i.e.	among	cognate	sets).	
•  Binary	model	

•  One-rate	
•  Two-rates	

•  Gamma	model	
•  Covarion	model	
•  Stochas,c	Dollo	model	

[Dunn	2013]	



Model	selection	
1.	Likelihood	and	Bayes	Factor	
•  The	likelihood	score	of	an	analysis	is	the	probability	for	the	
observed	data	to	evolve	given	a	parDcular	model.		

•  Even	assuming	that	for	each	model	the	opDmal	parameter	values	
have	been	inferred,	some	models	sDll	fit	beher	than	others.	

•  The	difference	in	acceptability	of	two	models	can	be	expressed	by	
the	Bayes	Factor:	

[Dunn	2013]	

•  It	is	usually	expressed	as	twice	its	natural	logarithm:		
	 	2*log(BF₁₂)	=	2*(log(L(H₁))	–	log(L(H₂)))	

	



Model	selection	

2.	Markov	Chain	Monte	Carlo	(MCMC)	

Figures	stolen	from	[Greenhill	2017]	
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2.	Markov	Chain	Monte	Carlo	(MCMC)	
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Model	selection	

2.	Markov	Chain	Monte	Carlo	(MCMC)	

Figures	stolen	from	[Greenhill	2017]	

2.		Markov	Chain	Monte	Carlo	(MCMC)	



Model	selection	
3.	Summary	tree	

[Dunn	2013]	



Model	selection	
4.	Priors	
•  Bayes’	Theorem:	

[Greenhill	2017]	



Model	selection	
4.	Priors	
•  Bayes’	Theorem:	

[Greenhill	2017]	



Model	selection	
4.	Priors	
•  Different	kinds	of	priors	can	inform	the	tree:	
•  DistribuDonal	priors	on	model	parameters	 	 								 		
(clock	and	subsDtuDon	model)	

•  Elements	of	the	tree	structure	(we	restrict	the	search	to	these	trees	
only):	
•  Integrate	subgrouping	knowledge	from	classical	linguisDc	comparaDve	

method	(e.g.	phonological	and	morphological	innovaDons)		
•  Integrate	calibraDon	points	(i.e.	date	the	documented	nodes)	
•  In	more	advanced	analyses,	geographical	priors	can	be	added	

(phylogeographic	models)	
•  This	allows	us	to	generate	trees	that:	
•  Go	beyond	the	subgroupings	provided	by	sound	changes	only	
•  ComparaDve	method	trees	with	meaningful	branch	lengths	and	
chronological	calibraDon	

•  ComparaDve	method	trees	with	quanDfied	esDmates	of	uncertainty	
and	rate	change	 [Dunn	2013]	



More	advanced	stuff	
•  Add	phoneDcs	
•  Add	morphology	
•  Add	geography	(phylogeography):	priors	can	be	plugged	into	
the	model	

•  (Try	to)	study	the	effects	of	borrowings	and	reDculaDon	
(family-internal	borrowing)	



Some	applications	
•  Character	evoluDon	
•  Phylogeography	



A	Minal	thougth	

“We	TOLD	you	it	was	hard.”	“Yes,	but	now	that	I’VE	tried,	I	KNOW	it’s	hard-”	
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